Samgll iealy @ alygs2ally pgpaalall agsllly Blay ylaligus dylagal

Sena aula Jlgil sl ol 48 juall o slall 4 il A0S 14K
dene anls oo i dall aul izl )l andl)
ivala aalgdll 8t Ay ket 1 yauaddl)

da gl o Al d) ol sis
4o lihual) duand) UGl g G 80 4 B
dag Y o Dl Gadla

iy bk 0 JalSig geaad B (£ X) Aaaand) G Gl i 0 Qe aoy Sl Y51 L)) o3 3
Ladie < i gall il adasiall g adil) oy S50 Clia e Al )3 any | o(x) sigmoidal J)sd e ol 5238 j2a o5 220l
iy Al Ll 1 < p < oocua [P clebind b el o oy il il IS 5 e J) g e (ke

AL A8 e B (F;X)¢ f dsn Dl 0 gaa saseial LG dlulidia aladinly dsasl) CISGEN & fige (e Alile
s o Guad Ladie &l Jigall cllil aliiall g adill oy @il cllis jue ooy Gl f e g ) ) g Glans
il eliadl i ) o a8 isall 3] 1 Al (e o ) (Bl alasiuly o A ) G Calll @lls 2y 3 jaine
il day &5 K, (5 X) s ES(5X)¢ Bp(5X) By(5X) dnmandl IS ¢ e Alilal clliplaill Glany any ol jual
O i) il 1= 10,20,30 dalad) aill s Uaddl Aol e g 1 aladinly plisl) Ciba s o cilagbiiall Gl

) el pl23uls g (3, 3) = 5 cOs(4107) + 28Ny + X2) 5 f (o, Xp) = %y + p0m 3

College: College of Education for Pure Sciences Name of student: Ibtihal Jassim Mohammad
for Pure Sciences

Dept: Mathematics Name of supervisor: Dr. Ali J. Mohammad

Certificate: M. Sc. Specialization: Approximation Theory

Title of the thesis

Approximation Theory With Artificial Neural Networks

Abstract of the thesis

In this thesis, firstly the researcher introduces a family of neural network operators B,(f;X) of
summation-integral Bernstein type in s-dimensional, which are defined by using some sigmoidal functions
a(x). Pointwise and uniform approximation theorems for these operators are given when applied for
continuous functions. In addition, the researcher discusses the approximation for these operators B, (f;X) in
LP-spaces with 1 < p < 0. Secondly, the researcher introduces a family of neural network operators by using
the sequence of Bernstein-Taylor's of f , B,(f;X) activated by the sigmoidal function o acting on f. The
pointwise and uniform approximation theorems for these operators are studied when applied for a given
continuous functions. Next, the researcher also discusses the order of approximation by using the absolute
moment of order v for these operators to approximate the functions belong to Lipschitz space. Finally, some
applications of the sequences of a family of linear positive multivariate neural network operators By(.; X),
B,(.;x), ES(.;x) and K, (.;X) are given, then the results of these sequences are analyzed. The results by

graphics of absolute value of the error function for some particular value of n = 10, 20, 30 and for two test
functions in 2-dimensional f (%1 ,X%3) = X1 + Xy and g(x1, %) = %cos(4x1x2) + 2sin(xq + x7) by using

Matlap software, are described.




