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Abstract of Thesis :

Bridges are one of the most important structures that must be protected from failure by safe design and continuous
monitoring. This study investigate one of the most common causes of the bridges failure which is the local scour at
bridge piers. Estimation of the maximum expected local scour depth at bridge piers is an important step in the safe
design of the bridges. In this research Artificial Neural Network program was used to predict the local scour depth
around cylindrical bridge pier taking into account the main parameters (pier diameter, flow velocity, flow depth and
mean particle sediment size) that have essential effect on the local scour depth and available in most previous
experiments. In the beginning of this study laboratory experiments were conducted to analysis and observe the local
scour around bridge pier experimentally. Laboratory data of previous researchers were used to train and test the
artificial neural network, Feed-Forward Back-Propagation algorithm was used in training the artificial neural network.
also it was investigated several types of training functions to get the best result. The results show that Levenberg-
Marquardt training function (trainlm) was the best one among the other training functions with one and two hidden
layers. Also using two hidden layers gave results more better than one hidden layer with ( training : regression = 0.998
and mean square error = 0.03198 x 10 testing : regression = 0.968 and mean square error = 0.26916 x 10™). After
testing the artificial neural network and get the best network, the input variables were tested to show the variables that
have the most effect on the local scour depth prediction, it is found that the pier diameter have the most effect on the
local scour depth and followed by flow velocity. The performance of the artificial neural network was compared with
twelve empirical formulas that commonly used in engineering practice using the testing data and the experimental
data of this study. The artificial neural network program gave a good approximation compared with the previous
formulas with mean square error = 0.2162 x 10




